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Domain Shifts on LiDAR-based 3D Object Detection

✓ LiDAR resolution (e.g., 64-bits → 32-bits)
✓ Annotation policy
✓ Location, weather, and day/night

Cross-Modal and Domain Adversarial Adaptation (CMDA)

✓ We advocate leveraging multi-modal inputs during the training phase to enhance 
the generalizability across diverse domains

✓ First, we encourage the LiDAR BEV features to learn rich-semantic knowledge from 
camera BEV features 

✓ Second, we explicitly guide such cross-modal learning via cross-domain 
adversarial pipeline, achieving generalized perception against unseen target 
conditions

1. Cross-Modal Knowledge Interaction (CMKI)

✓ Precise geometric alignment is essential to ensure the quality of both image and 
point cloud features

✓ We project multi-modal inputs into BEV (Bird’s Eye View) joint representation, 
facilitating effective cross-modal knowledge interaction

✓ We optimize 3D LiDAR-based features to contain highly informative semantic clues 
from 2D image-based features

2. Cross-Domain Adversarial Network (CDAN)

▪ Impact of Utilizing Visual Semantic Priors

✓ CMKI effectively capture hard samples (i.e., low resolution and far distant objects) 
that hinder self-training paradigm

✓ Specifically, CMKI suppresses type 1 and 2 errors, inducing high quality pseudo 
ground truths

✓ To ensure an explicit connection across domains, we first introduce the point cloud 
mix-up technique, which swaps points sector with random azimuth angles. 

✓ Then, we further apply adversarial regularization to reduce the representational 
gap across domains, guiding the model to learn domain-invariant information. 

✓ Besides, we design a function that minimizes independent BEV grid-wise entropy 
to suppress ambiguous and uncertain features derived from mixed inputs.

▪ Effectiveness of Adversarial representational learning

✓ CMDA results in a harmoniously dispersed feature space encompassing both 
target and source domains

Experimental Results
▪ Overall Performance

▪ Qualitative Visualization of Waymo → nuScenes

▪ Total Loss Function

Summary

✓ To reduce the gap between source and target (where its labels are not accessible 
during training) domains, we propose CMKD composed two main steps: (i)Cross-
modal LiDAR Encoder Pre-training and (ii) Cross-Domain LiDAR-Only Self Training. 

✓ In (i), a pair of image-based and LiDAR-based BEV features is aligned to learn 
modality-agnostic (and thus more domain-invariant) features. 

✓ Further, in (ii), we apply an adversarial regularization to reduce the representation 
gap between source and target domains.
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